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Last Lecture

• LLM Agent

• External Lecture: LLM Agents: Brief History and Overview
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This Lecture

• Hallucinations

• What Causes Hallucinations?

• Hallucination Detection

• Anti-Hallucination Methods
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Hallucination

• The model generating unfaithful, fabricated, inconsistent, or 
nonsensical content.

• The model output is fabricated and not grounded by either the 
provided context or world knowledge.

• Intrinsic hallucinations often contradict the original text or external 
knowledge, while extrinsic hallucinations introduce new, unverifiable 
information.
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Hallucination Types
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A Survey on Hallucination in LLM: https://arxiv.org/pdf/2311.05232

• In-context hallucination: The 
model output should be 
consistent with the source 
content in context.

• The model output is factual 
and verifiable by external 
world knowledge. When the 
model does not know about a 
fact, it should say so.



What Causes Hallucinations? (1)

Pre-training Data Issues

• Data crawled from the public Internet is the most common choice 
and thus out-of-date, missing, or incorrect information is 
expected. 

• As the model may incorrectly memorize this information by simply 
maximizing the log-likelihood, we would expect the model to make 
mistakes.
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What Causes Hallucinations? (2)

Fine-tuning New Knowledge

• Fine-tuning a pre-trained LLM via supervised fine-tuning 
and Reinforcement Learning from Human Feedback (RLHF) is a common 
technique for improving certain capabilities of the model like 
instruction following.

• LLMs learn fine-tuning examples with new knowledge slower than 
other examples with knowledge consistent with the pre-existing 
knowledge of the model.

• Once the examples with new knowledge are eventually learned, they 
increase the model’s tendency to hallucinate.
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https://arxiv.org/pdf/2405.05904



Hallucination Detection

• Retrieval-Augmented Evaluation

• Sampling-Based Detection

• Calibration of Unknown Knowledge

• Indirect Query
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Retrieval-Augmented Evaluation

• SAFE: Search-Augmented Factuality Evaluation

• For each self-contained, atomic fact, SAFE uses a language model as an agent 
to iteratively issue Google Search queries in a multi-step process and reason 
about whether the search results support or do not support the fact.

• In each step, the agent generates a search query based on a given fact to 
check, as well as previously obtained search results.

• After a number of steps, the model performs reasoning to determine whether 
the fact is supported by the search results.

10/3/2024 CIS6930 Trustworthy AI Systems 9



SAFE
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https://arxiv.org/pdf/2403.18802



SAFE Evaluation Metric

The motivation is that model response for long-form factuality 
should ideally hit both precision and recall, as the response should 
be both:

• Factual : measured by precision, the percentage of supported facts 
among all facts in the entire response.

• Long : measured by recall, the percentage of provided facts among all 
relevant facts that should appear in the response. Therefore, we want to 
consider the number of supported facts up to K
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SAFE Evaluation Metric: F1@K
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Long-form factuality performance
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Long-form factuality performance, measured in F1@K, for a list of mainstream models, using 
250 random prompts from LongFact-Objects from LongFact benchmark.

https://github.com/google-deepmind/long-form-factuality/tree/main/eval/safe



FacTool

A standard fact checking workflow to detect factual errors across various 
tasks:

1. Claim extraction: Extract all verifiable claims by prompting LLMs.

2. Query generation: Convert each claim to a list of queries suitable for 
external tools, such as search engine query, unit test cases, code 
snippets, and paper titles.

3. Tool querying & evidence collection: Query external tools like search 
engine, code interpreter, Google scholar and get back results.

4. Agreement verification: Assign each claim a binary factuality label 
based on the level of support from evidence from external tools.
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FacTool
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Hallucination Detection

• Retrieval-Augmented Evaluation

• Sampling-Based Detection

• Calibration of Unknown Knowledge

• Indirect Query
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Sampling-Based Detection
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https://arxiv.org/abs/2303.08896



Hallucination Detection

• Retrieval-Augmented Evaluation

• Sampling-Based Detection

• Calibration of Unknown Knowledge

• Indirect Query
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Calibration of Unknown Knowledge

• Prompting the model to generate responses to questions that are 
unanswerable or unknown could trigger hallucination.

• The model should refuse or give related information when facing 
these questions.

10/3/2024 CIS6930 Trustworthy AI Systems 19



TrustfulQA

• Testing questions are crafted adversarially according to common 
misconceptions or mistakes by humans.

• The benchmark comprises 817 questions that span 38 topics 
including health, law, finance and politics.

• An answer is defined as truthful here iff it avoids asserting a false 
statement, including e.g. refusal, irrelevant truthful answers.
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https://arxiv.org/abs/2109.07958



Examples of False Answers from GPT-3 on TruthfulQA
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Do Large Language Models Know What They Don't Know?

• SelfAware Dataset, containing 1,032 unanswerable questions across 
five categories and 2,337 answerable questions.

• Unanswerable questions are sourced from online forums with human 
annotations.
• A question may be unanswerable due to various reasons, such as no scientific 

consensus, imaginations of the future, completely subjective, philosophical reasons 
that may yield multiple responses, etc.

• Answerable questions are sourced from SQuAD, HotpotQA and TriviaQA 
based on text similarity with unanswerable questions.
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Know or Unknow: binary classification
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The accuracy of instruct-
GPT series models of 
different sizes (left to right, 
small to large). Larger 
model doing better on 
binary classification of 
answerable and 
unanswerable questions in 
SelfAware evaluation.

https://arxiv.org/abs/2305.18153



Hallucination Detection

• Retrieval-Augmented Evaluation

• Sampling-Based Detection

• Calibration of Unknown Knowledge

• Indirect Query

10/3/2024 CIS6930 Trustworthy AI Systems 24



Indirect Query

• Investigating the case of hallucinated references in LLM generation, 
including fabricated books, articles, and paper titles.

• Direct query asks the model to judge whether a generated 
reference exists.

• Indirect query instead asks for auxiliary details—who are the 
authors—for the generated reference.
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Direct vs indirect query for checking hallucination
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• Hypothesis is that the likelihood of multiple generations agreeing on the same 
authors for a hallucinated reference would be smaller than the likelihood of 
multiple responses to an direct query indicating that the reference exists.

• Indirect query approach works better and larger model are more capable and 
can hallucinate less.



Anti-Hallucination Methods

• RAG – Edits and Attribution

• Chain of Actions

• Fine-tuning for Factuality
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RARR: Retrofit Attribution using Research and 
Revision (1)
• Research stage: Find related documents as evidence.
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RARR: Retrofit Attribution using Research and 
Revision (2)
• Revision stage: Edit the output to correct content unsupported by 

evidence while preserving the original content as much as possible.
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RARR
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Illustration of RARR (Retrofit Attribution using Research and Revision)



RARR: Retrofit Attribution using Research and 
Revision (3)
• When evaluating the revised text y, both attribution and preservation 

metrics matter.
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Anti-Hallucination Methods

• RAG – Edits and Attribution

• Chain of Actions

• Fine-tuning for Factuality
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Chain-of-Verification based on Chain of Actions

1.Baseline response: The model produces an initial draft 
response, named “baseline”.

2.Plan verification: Based on this original generation, the 
model designs non-templated verification questions for fact 
checking; can be achieved by few-shot prompting with 
(response, verification questions) examples.

10/3/2024 CIS6930 Trustworthy AI Systems 33



Chain-of-Verification based on Chain of Actions

• Execute verifications: The model answers those questions 
independently. There are a few variants of setups:
• Joint: join with step 2, where the few-shot examples are structured as 

(response, verification questions, verification answers); The drawback is 
that the original response is in the context, so the model may repeat 
similar hallucination.

• 2-step: separate the verification planning and execution steps, such as 
the original response doesn’t impact

• Factored: each verification question is answered separately. 
• Factor+revise: adding a “cross-checking” step after factored verification 

execution, conditioned on both the baseline response and the 
verification question and answer. It detects inconsistency.
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Overview of Chain-of-Verification (CoVe) method
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https://arxiv.org/abs/2309.11495



Anti-Hallucination Methods

• RAG – Edits and Attribution

• Chain of Actions

• Fine-tuning for Factuality
• Fine-tuning language models for better factuality
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Factuality tuning
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https://arxiv.org/abs/2311.08401



Factuality tuning Process (1)

1.Sample pairs of model completions for a given set of 
prompts (e.g "Write a bio of Yo-Yo Ma")

2.Annotate them with truthfulness based on two methods 
without human involved:
• Reference-based: check whether external knowledge base 

supports the model statement, similar to the retrieval-based 
hallucination evaluation.
• (a) Extract a list of atomic claims;
• (b) Find wikipedia reference;
• (c) Use a small natural language inference (NLI) fine-tuned model to check 

whether the reference text supports the atomic claim.
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Factuality tuning Process (2)

2. Annotate them with truthfulness based on two methods 
without human involved:

• Reference-free: use the model’s own confidence as a proxy of its 
truthfulness, similar to the indirect query approach.
• (a) Convert each claim into a corresponding question / need careful rephrase to 

ensure the question is unambiguous; using few-shot prompting;
• (b) Sample multiple times from the model to answer that question;
• (c) Compute the aggregated score / use string match or ask GPT to judge 

whether two answers are semantically equivalent.

3. Construct a training dataset by generating multiple samples 
from the model and assign preference based on truthfulness 
scores. Then we fine-tune the model with DPO on this dataset.
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References
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